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Abstract

Background: Intervention planning to reduce 30-day readmission post-acute myocardial infarction (AMI) in an environment of resource scarcity can be improved by readmission prediction score. The aim of study is to derive and validate a prediction model based on routinely collected hospital data for identification of risk factors for all-cause readmission within zero to 30 days post discharge from AMI.

Methods: Our study includes 2,849 AMI patient records (January 2005 to December 2014) from a tertiary care facility in India. EMR with ICD-10 diagnosis, admission, pathological, procedural and medication data is used for model building. Model performance is analyzed for different combination of feature groups and diabetes sub-cohort. The derived models are evaluated to identify risk factors for readmissions.

Results: The derived model using all features has the highest discrimination in predicting readmission, with AUC as 0.62; (95 percent confidence interval ) in internal validation with 70/30 split for derivation and validation. For the sub-cohort of diabetes patients (1359) the discrimination is slightly better with AUC 0.66; (95 percent CI; ). Some of the positively associated predictive variables, include age group 80-90, medicine class administered during index admission (Anti-ischemic drugs, Alpha 1 blocker, Xanthine oxidase inhibitors), additional procedure in index admission (Dialysis). While some of the negatively associated predictive variables, include patient demography (Male gender), medicine class administered during index admission (Betablocker, Anticoagulant, Platelet inhibitors, Anti-arrhythmic).

Conclusions: Routinely collected data in the hospital’s clinical and administrative data repository can identify patients at high risk of readmission following AMI, potentially improving AMI readmission rate.
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Introduction

Frequent unplanned readmissions degrade the patient care and institutional performance. It also adds to the cost of managing patients. Recent work reveals that one out of five patients admitted with AMI is readmitted within the first 30 days following discharge. To reduce readmission rate, it is helpful to recognize the high-risk patients during initial admission and do preventive care accordingly. Finding reliable risk factors are challenging despite of many well-documented risk factors including severe heart failure, multi-vessel disease, living alone, ethnic background.
psychological comorbidity\textsuperscript{8,9} and socioeconomic factors.\textsuperscript{10} Individually these risk factors offer only weak predictability. Our current study investigates this issue from Indian context.

In this current work, we collected and examined the entire patient’s information admitted with AMI from Max group of hospitals in India. We derived the model and internally validate it using data from hospital information systems to predict risk of unplanned readmission within zero to 30 days after an index admission with AMI. We explored the model in two ways as a model with and without medication features. We used medication data as a surrogate for different class of co-morbidities. Additionally, we also build models for diabetes sub-cohort and report the model performance.

Most of the recent studies on readmission prediction used administrative, demographic and co-morbidity data extracted from EMR to build the predictive models for readmission prediction. Some of these works have tried to predict readmission for AMI patients, however most do not do well to predict the preventable readmissions within the first 30 days after discharge from hospital. Furthermore, the risk factors are not consistent across studies. However, no prediction model has been proposed for AMI patients in the Indian healthcare domain. In view of the above constraints, we decided to develop a prediction model for identification of patients at risk of readmission within zero to 30 days in the Indian healthcare domain.

**Methods**

This study is based on retrospective analysis of data extracted from the database system of Max group of hospitals in India for patients admitted at one of their facilities between January 2005 and December 2014, with a primary diagnosis for AMI. An AMI admission was identified by ICD-10 code I21 (acute myocardial infarction). We purposefully limited ourselves to the patient data available on the hospital information systems including the EMR, so as to ensure that the model derived from the study can be implemented on real time patient data available on the EMR system. We included patient related information under the broad heads of demographic, administrative, pathology, clinical procedure, radiology, and medication. Our study includes details for index and readmission of 2849 and 523 patients respectively (18.36 percent). The structure of processed data is shown in Figure 1(a).

These 2849 index patients are included in the study on the basis of identification of patient records, with a confirmed diagnosis of AMI at the time of discharge and admission in the hospital within the period defined above. An emergency initiated unplanned admission following the index admission is considered as a readmission. Patient records for index admission are used to define independent variables. Indication of at least one unplanned readmission within zero to 30 days of discharge from the index admission is used as the dependent variable.

The data related to clinical procedures, radiological procedures and medication are transformed or re-coded to a limited number of variables, in an effort to reduce the large number of unique names. A mapping tool is created for transformation of each of the broad head category. We adopted the
principle of parsimony for the transformation, where each procedure could be broken down to a combination of standardized variables, so as to retain maximum information using a smaller set of variables.

In our work for derivation of the readmission prediction model, the cohort of 2849 patients is randomly divided into two parts: two-third (learning set) for developing a prediction model and the remaining one-third for validating the developed model (validation set). The steps involved in deriving the prediction model are shown in Figure 1. We used the information about the patients from their index admissions to build a set of covariates for prediction model. Depending on the information type, the covariates either take binary or continuous values. The methodology used for generating features related to index admission is described in the following paragraph.

To generate the features for index admission, demographic information (age) is divided into bins of 10-year intervals (0-10, 10-20 etc.) and each patient’s age is expressed through a binary representation taking a value one in the appropriate bin and zero at other places. Similarly, geographical region, gender, payment mode, marital status, occupation, and their kin relationship are also expressed through binary representation. Length of stay, critical hours, normal hours, and time in emergency are represented as continuous variables. To create features related to pathology, we extracted several statistics such as count, minimum, maximum, and mean value of six different types of diagnostic tests and represented them as continuous variables. For index procedure, each procedure item name is classified into one of the three classes: body system, procedure type and service. Each class is further divided into a set of categories. Count of categories under a particular class is extracted and further this extracted information is used as feature under the header of class name. Procedure features for patient are organized via body system, procedure type, and service type. The features are modeled as continuous variables. The structure to generate procedure features are shown in Table 1. Similarly, for radiology procedure, each procedure name is classified under four classes: modality, class, body system and contrast. These four features for radiology procedure of single patients are included as continuous variables. The structure to generate radiology procedure features are shown in Table 1.

To incorporate medication information, each medication drug is classified into two classes: drug class and medical condition for which it is prescribed. Medication features are generated based on the presence and absence of medication class in the data. The nature of medication features is assumed as binary variables. The structure to generate medication features are shown in Table 1.

After completion of the feature generation process, we prepared a list of 318 independent variables including index admission features (administrative=14, demographic=43, medication=165, pathology=24, radiology=37 and procedure=35). Finally, dependent variable is a binary variable encoded as presence or absence of a readmission in the 0–30 days following the index admission.

For model fitting using the derivation set, we derived the logistic regression with elastic net which
is a regularized regression technique that linearly combines the L_1 and L_2 penalties of lasso and ridge methods. L_1 regularization helps in sparsifying the weight vectors, while L_2 regularization limits the weight value to protect against outliers. Together Elastic net can find a stable and sparse weight vector for logistic regression. The elastic net estimator is linked [here](#).

Where N is the number of observations, y_i is the response at observation i, X_i is data, a vector of d values at observation i, \(\lambda_1\) and \(\lambda_2\) are positive regularization parameter which interpolates between L_1 and L_2 norm of \(\beta\), the parameter \(\beta\) is a coefficient of d-vector.

Using the aforementioned method, we used 10 different random splits to build 10 different models for derivation set and generating prediction of subsequent readmission in validation cohort. Thereafter, we average the predictions coming from each 10 different models to attain the more accurate predictions.

The 30-day readmission probability for AMI hospitalization formulation can be found [here](#).

Where \(x_i\) are d-318 independent variables, \(\beta\) is constant and P is the probability of readmission following an AMI admission.

**Results**

The current study includes 2849 patients admitted between January 2005 and December 2014. The rate of readmission for different time periods (0-30, 31-60, and 61-365 days) is measured following first index admission only. Observed readmission rates are as 272 patients (9.55 percent) within zero to 30 days, 60(2.1 percent) and 191(6.7 percent) patients for 31-60 and 61-365 days, respectively. As we can see that most of the readmission happens within the 30 days of discharge, hence here, we build the model for the prediction of readmission falling within zero to 30 days only. The cohort description of 2849 patients and the rate of readmissions over different time horizons are given in Table 2. We derive our model for three different modes: all features, all features without medication and for the sub-cohort of diabetic patients using all the features. These are shown in Figure 1(b).

Model designed without using medication features shows average AUC 0.64 (95 percent CI) and 0.61 (95 percent CI 0.55-0.67) for derivation and validation cohort, respectively. To enhance the model performance, medication features are also added. After that model performance for derivation and validation sets are improved to average AUC 0.65 (95 percent CI) and 0.62 (95 percent CI 0.56-0.68), respectively. For this case derivation and validation sets, PPV and NPV values are obtained as (0.14, 0.13) and (0.94, 0.93).

Next, we develop a predictive model only for diabetic patients, who are almost half of the whole cohort with 1359 (48 percent) patients. In this case the average model performance for derivation and validation sets are obtained as AUC 0.69 (95 percent CI) and 0.66 (95 percent CI), respectively. The performance of models is reported in Table 3. Based on the model performance, we have
extracted the top risky and protective factors for and against readmissions. Top factors are reported in Table 4, respectively.

**Discussion**

To predict the risk of readmission for AMI patients within a certain period after discharge from a hospital is a very critical issue in the healthcare domain. In Devan et al.\textsuperscript{13}, a systematic review has been performed on the recent works on readmission prediction. In Dharmarajan et al.\textsuperscript{2}, authors discussed strategies to reduce the readmission within zero to 30 days for heart failure (HF), AMI and pneumonia patients after discharge. In Donzé et al.\textsuperscript{14}, authors used multivariate logistic regression to build a model for identification of avoidable readmission of patients within 0-30 days using administrative and clinical data. Model was derived with randomly selected two-third patients and remaining one-third was used for validation. Based on the regression coefficient prediction score was evaluated using seven independent factors including hemoglobin at discharge, sodium level at discharge, procedure during index admission, use of an oncology service, number of preadmissions and length of stay. The model performance for validation set was reported as AUC 0.71. In Wallmann et al.\textsuperscript{15}, authors derived a prediction model as a screening tool for cardiac related emergency readmission within zero to 30 days. Logistic regression was used to derive model on 70 percent randomly selected records and remaining 30 percent was used for validation. The independent variables included patient demography, hospital utilization, procedure, and clinical co-morbidity. As part of the study, eleven risk factors were identified. They include number of previous emergency admissions within the 6 months preceding the index admission, care type, number of procedures during hospitalization, number of major or minor therapeutic procedure during hospitalization, existence of co-morbidities including anemia, hypertension, heart failure, diabetes, acute coronary syndrome, and renal disease. In Shulan et al.\textsuperscript{16}, authors developed a prediction model for all cause hospital readmission using administrative data only. Logistic regression was applied on 50 percent selected data to derive the model. Variable selection was not automatic. In each model run, the most statistically significant (p-value<0.05) variables were selected and added with some other variables for next model run. In this way, the variables were selected to derive the model. For the development and validation sets, AUC reported as 0.80 and 0.79, respectively.

The institutional performance and clinical care can be improved if patient’s data information is routinely collected and simultaneously updated and fed into a structured electronic medical record (EMR).\textsuperscript{20-22} Nowadays, EMRs are being increasingly adopted in varying degrees, which could be harnessed to derive prediction models, thereby providing a supportive tool to clinicians for handling patient specific risks. However, due to complex structure of EMRs, it is hard to analyze and interpret the data, whereby the benefit of EMR may not be realized.

In the current work, we have derived a regularized linear predictive model to predict the risk of
readmission following AMI using the administrative and clinical hospital data from EMR. We have explored the model with and without medication features and analyzed the impacts on the model performance. We find the model performance on validation set to be satisfactory. Also, we analyzed the model performance for the sub-cohort of diabetic patients.

So far, the clinical practice has been to rely on a combination of biomarkers, clinical risk factors and co-morbidity indices for assessment of a higher risk of deterioration in clinical condition after discharge. Although several biomarkers\textsuperscript{23-24} are known but none is followed routinely in clinical practice and it is not known which biomarkers will give best prediction. There are some clinical and demographic risk factors available for readmission after AMI\textsuperscript{5-8,25}, but model derived on these factors gives unsatisfactory results. It is widely believed that some co-morbidity such as diabetes, hypertension etc. is responsible for risk of readmission after AMI. Adding these co-morbidities may enhance the model performance.\textsuperscript{26-27} In the current work, we have included many of the important factors to achieve a strong prediction model.

Here predictive risk factors include administrative data, patient demography, radiology procedures, pathology test results, other procedures, and patient medication data.

The selected data set includes a representative set of AMI patients; however, not necessarily all the AMI patients fulfilling the inclusion criteria. Hence the distribution of co-morbidity/demographics may not be representative of the disease incidence in the larger population.

We are aware that the current study has certain limitations, which could be addressed in subsequent works. The entire study data was collected from a single center, and the obtained information was not clinically exhaustive, as the present work has fully relied on administrative and clinical data retrieved from hospital electronic databases. Furthermore, the model performance has not been validated with data external to the study.

Here we also identify some constraints to the study, which could limit the generalization of the findings of this work. The hospital readmission data included in the study is based on the information captured from returning patient population, in an Indian private healthcare environment. Typically, in the Indian healthcare model, the choice of healthcare system is made by the patient, who may choose to return or not, to the same hospital. In case the patient chooses not to follow up at the same hospital, the subsequent developments are missed in the hospital data. Another constraint is because of the incomplete clinical information recorded in the hospital information system fields, which are available for analysis. Since co-morbidities for the patient were not mentioned explicitly in the study data set, we chose to derive them from the medication use data, in a most conservative fashion. This approach is potentially limited to the identification of overtly treated clinical co-morbidity and misses any subclinical co-morbidity not requiring intervention through medication. However, in the context of the study, we believe that any significant co-morbid disease would be
actively managed in the immediate post AMI stage. Lack of drug affordability also does not arise in the context of acute care setting for the post-AMI patients, where the cost of drugs constitutes a small percentage of the cost of overall management.

The study indicates that routinely collected hospital data in the hospital’s clinical and administrative data repository can be used to identify the patients at high risk of readmission following AMI. The predictive results of the model are seen to be moderately good in identifying patients at risk of readmission within 30 days of discharge post AMI. We plan to implement the derived model in our information systems for a real-time feedback to the clinician on the risk of readmission at the point of discharge with a 30-day follow-up. This could potentially help the clinician in personalizing the post discharge instructions, thereby leading to improvement in patient outcome. In future a follow-up research study is planned to measure and improve the predictive accuracy of the model, once the on-line system implementation is rolled out.
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